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Abstract V' can be implemented efficiently using database techniques
_ _ _ _ _ [Liu and Levesque, 2003

A basic reasoning problem in dynamic systems is In this paper, we apply this technique to reasoningyn
the projection problem: determine if a formula — namic systemwhere the state of the world changes as a re-
holds after a sequence of actions has been per- gyt of the actions of agents. For such applications, a basic
formed. In this paper, we propose a tractable,  yeasoning problem is the so-callpmbjection problemgiven
sound, and sometimes complete solutionto the pro- - an action theory and an initial KB, determine whether or not a
jection problem in the presence of incomplete first- - formula holds after a sequence of actions is performed. Two

order knowledge and context-dependent actions.  settings where this problem arises naturally are for planning
Our solution is based on a type of progression, that  gnd for high-level program executibevesqueet al, 1997.

is, we progress the initial knowledge base (KB)wrt A prerequisite to planning is to verify that a proposed plan
the action sequence and answer the query against  gajisfies the given goal. To execute a high level robotic pro-
the resulting KB. Our solution is complete when gram such as “while there is a block on the table, pick up a
the query is in a certain normal form and the agent  pjock and put it away”, one needs to determine after various
has complete knowledge about the context of any  sequences of actions whether there is still a block on the table.

context-dependent actions. In practice, there are two ways to deal with projection: we
canprogressthe initial KB wrt the action sequence and an-
. swer the query against the resulting KB; or we cagress
1 Introduction the query wrt the action sequence and answer the resulting

In the area of Knowledge Representation and Reasoningluery against the initial KB. Progression has at least two ad-
there is a well-known tradeoff between the expressiveness dantages: First, it avoids a duplication of effort when mul-
the representation language and the computational tractabfiPleé queries need to be answered wrt the same action se-
ity of the associated reasoning task. So far, one of the maifiuénce, and especially when that sequence is long. Second,
techniques for achieving tractableeasoning in very large N @ robotics setting, a robot can use its “mental idle time” to
common-sense knowledge bases is to reduce the deductiGRMPUte a progression while it is busy performing physical
problem for certain forms of KBs and queries tardel  actions. Projection via progression has three main compu-
checkingproblem of some sort, either in a classical or non-tational requirements: the new KB must be efficiently com-
classical logic. The first application of this technique is whatPuted, its size should be at most linear in the size of the initial
Levesqud 198§ callsvivid reasoningwhere a KB is essen- KB (to allow for iterated progression), and it must be pos-
tially a database. Later, Levesql999 extends the idea Sible to answer the query efficiently from the new KB. Lin
of vivid reasoning to that oévaluation-based reasoningle ~ and Reiter{1997 give a formal study of progression. They
proposes a generalization of a database callpmper KB show that progression is not always first-order definable, and
which allows a limited form of incomplete knowledge, equiv- identify a few important cases where progression s first-order
alent to a (possibly infinite) consistent set of ground literals définable and computationally tractable. However, the third
Since the deduction problem for proper KBs is undecidablef€duirementis not addressed in their paper.

Levesque proposes an alternative reasoning procédtiat In this paper, we propose a tractable, sound, and sometimes
is logically sound and, when the query is in a certagmmal  complete solution to the projection problem in the presence of
form called NVF, also logically complete. It turns out that incomplete first-order knowledge and context-dependent ac-
for proper KBs and queries INF, the classical deduction tions. We restrict our attention to actions with only “local”
problem coincides with the model checking problem in a sim-effects, and where incomplete knowledge is in the form of
ple relevance logifLakemeyer and Levesque, 2Q0More-  a proper KB. We define a version of progression such that a

over, later it is shown that despite the incomplete knowledgeproper KB remains proper afterward, and where applying
to the progressed KB and the query returns the same value as

By “tractable” we mean “solvable in polynomial time”. applyingV to the initial KB and a regressed query. We prove



that when the query is iWF and the initial KB has com- For the interested readers, the following is the definition of
plete knowledge about the context of any context-dependedt’F from [Levesque, 1998

actions, our solution is logically complete. It is also logically
complete when there are sensing actions, the queryA&Ain
and the history of actions and sensing results is “just-in-time
for the query.

Definition 2 A setT' of sentences is logically separable iff
for every consistent set of ground literdlsif L U T has no
standard model, theh U {¢} is inconsistent for som¢ € T".

Definition 3 The normal form\F is the least set such that

2 Preliminaries 1. if ¢ is a ground atom or ewff, thep € NF;

In this section, we review proper KB$/, and NF. Also, 2. if $ € NIF, then—¢ € NF;

we briefly review the situation calculus, and formally define . . .

local-effect action theories and regression for them. 3. 1f ¢u,.... 00 € NIF, and{¢y, ..., ¢n} is logically sep-
arable, them¢; € NF;

2.1 Proper KBs,V, and the normal form NF 4. if T C NF, T is logically separable, and for songe
We use a standard first-order logical langu&geith a count- I'={¢¢ | c € C}, thenvzg € NF.
ably infinite set of constants = {ci, ¢, .. .}, no other func- The intuition behind\F is that different parts of a for-

tion symbols, and a distinguished equality predicate. We remyla must be logically independent. A simple example of a

strict our attention tgtandard interpretationsvhere equality  formula not in N is (p V —p), wherep is atomic. In the

is identity, and there is a bijection between the set of constanigropositional case, a CNF formula is i(F if its clauses

and the domain of discourse. This restriction can be capturegre non-tautologous and closed under resolution. It turns out

by a set of axiomg, consisting of the axioms of equality and that the concept of/F is closely related to the idea tfcal-

the set of formulagc; # c; | i # j}. . . ity which plays an important role in knowledge compilation
We usep to range over atoms (excluding equality) whose[Mmarquis, 1994 It is shown in[Langet al, 2004 that NF

arguments are distinct variables. We uge range oveewffs is also related teonditional independence

thatis, quantifier-free formulas whose only predicate is equal- Levesque claims that can be implemented efficiently us-

ity. We useV¢ to denote the universal closure@fWe write  jng database techniques, which is later substantiatéidiin

¢¢ to denotep with all free occurrences afreplaced by con-  and Levesque, 2003 Here we present a cleaner variant of

stantc. We writeX |=¢ ¢ to denotef U X = ¢. their result.
Definition 1 A KB ¥ is properif £ U ¥ is consistent and Let £* denote the set of formulas frofithat use at most

) o n-tuples. We us€ € Rtodenoter =¢1V...VZ=¢p.
Itis not hard to see that the problem of determining whether a

sentence is logically entailed by a proper KB is undecidableD€finition 4 Let L be P or -P for some predicaté’. The
since when the KB'is empty, this reduces to classical valid€Wff definingZ in a proper>;, denoted by, is the disjunc-
ity. Levesqud 1998 proposes an evaluation-based reasoningion of all e such that/(e() > L(7)) € 3. We can writety,

procedure called” instead. Given a proper KB and a query, In the form ofz € Ip, Veer, A% ¢ Oy, so thatl;, andO,, are
V returns one of three values 0 (known false), 1 (known true)finite relations with as many tuples as possible, apds an

or % (unknown) as follows: ewff. Thee-sizeof ¥ is the maximum size of a#y, in X.
1 ifthereis av(e(Z) > P(@)) Then a corollary to Theorem 4.8fhiu and Levesque, 2003
_in ¥ such thaﬁf[Z, e(g)]#: 1 Corollary 2 Let ¥ be proper, and let) € £*. ThenV [, 4]
1. VIE,P(@)]=q 0 ifthereis av(e(z) 5 ~P(7)) can be computed in tim@(lmnk*), wherel is the size of,
in ¥ suchthat/ [, e(¢)] = 1 m is the e-size oF, andn is the size oE.

1 otherwise

2 Although the worst-case time complexity scales exponen-

2. V[E,c =] =11if cisidentical toc, and 0 otherwise; tially with k, this is typical of what we see even with ordinary
3. V[D,—¢] =1- V[, ¢); database queries.

4. V[E, ¢ V| = max{V[Z, ¢], V[, 9]} 2.2 Situation calculus

5. V[E,3z¢] = max.cg+ V[E, ¢%], where H' is the  Our account of action and change is formulated in the lan-

union of the constants iB or ¢, and an extra constant. guage of the situation calcullisicCarthy and Hayes, 1969;

ThisV procedure is logically sound and, when the query is inReiter, 2001. We will not go over the language here except

a certain normal form called/F, also logically complete:  t© note the following components: there are three disjoint
sorts for actions, situations, and objects; there is a special

Theorem 1 (Levesque, 1998 LetX be proper. Then constantS, denoting thdnitial situation, namely the one in
1. foreverys € £, if V]S, ¢] = 1 theny ; wh|ch no actions have yet qccurred; there is a _dlstlngwshed
and ifV)[/g) ¢ =0 th([eni()b]|:g —¢ Fe e binary functiondo(a, s) denoting the successor situationsto
’ - resulting from performing actiom; relations whose truth val-
2. foreveryp € NF, V[Z,¢] =1 iff ¥ ¢ ¢; ues vary from situation to situation, are called (relatiofiat)

and V[, ¢] = 0 iff X [=¢ —¢. ents and are denoted by predicate symbols taking a situation



term as their last argument; and there is a special predica3 Local effect action theories and regression

Poss(a, s) stating that actiowr is executable in situation Actions in many dynamic domains have ofbgal effectsin
We relate the language of the situation calculus 85 fol- ~ he sense that if an actiod(¢) changes the truth value of

lows: There are a set of constants of sort object which arg, atomF(d), thend is contained ire. This contrasts with

constants of. The situation-independent predicates and re-tions havinguniversal effectsuch as exploding a bomb,

lational fluents are predicates frof Thatis, if P(Z) is @  \yhich kills all those near it. We can define this as follows:
situation-independent predicate, aAdZ, s) is a relational

fluent, thenP () and F'(¥) are predicates frorg. Definition 5 A successor state axiom ligcal-effectif both
We extend the languag®to £+ by allowing equalities in- v/ (,a) and vy (Z,a) are disjunctions of formulas of the
volving action functions. Lep € £, and letr be a situation  form 3Z'[a = A(¥) A ¢(¥)], whereA is an action function,
term. We usep|[r] to denote the situation calculus formula  contains?, Z'is the remaining variables @f and¢ (called
obtained fromy by takingr as the situation arguments of all a context formula is a quantifier-free formula fronf. An
fluents mentioned by. We usex to range over ground ac- action theory is local-effect if each SSA is local-effect.
tions, and we uséto range over sequences of ground actions

Letd = {aq,...,ay). We usalo(d, Sp) to denote the end sit- Th i f tat iom being local-effect i
uation ofd, that is,do(,, do(a,—1, . . . do(a, Sp) - . .)). € notion of a successor state axiom being focal-etiect IS
A particular domain of application will be specified by a 2 9€neralization of that of being strictly context-free defined
basic action theory of the following forfh: in [Lin and Reiter, 1997 A successor state axioms#rictly
' context-fredf (7, a) andvyy (Z, a) are disjunctions of for-
D = Dyp U Dss U Dypa U Ds,, Where mulas of the formdz [a = A(%)], whereA, ¢, andZ are as
1. D,, is a set of action precondition axioms, one for above. For instance, the SSA for fluentis strictly context-
each action functio, with form Poss(A(z),s) = (€€, while thatfor fluent/ is not. _ .
I14(7)[s],2 wherell (%) € L. By using the unigue names axioms, the instantiation of a
2. .. is a set of successor state axioms (SSAS), one foIo.c_al-ef“fect SSA on aground action can be significantly sim-
- Dy I 8 st of suc o (3 aota o)) = b ote aj[s] blified . Suppose the SSA fdf is local-effect. Letr = A(@)
Wherecbp(a‘:‘, o) € Lt Usua7lly <I>1;(a‘:’ o) has the form be a ground action, and letbe + or —. ThepyF(x,a) is
) ' ) equivalent to a formula of the following form:

+ (7 = —~ (7 . .

Successor state axioms take place of the so-called effect o ] ]
axioms, and provide a solution to the frame problem. whered; is a vector of constants containeddnandz; is a
sentence. We will usg;. (a)(Z) to denote the above formula,

3. Duna is the set of unique names axioms for actions: and we will write(d, ¢)) € % (o) to mean thaff — A bis
A(Z) # A'(y), and A(T) = A(y) D ¥ =1, one of the disjuncts. Also, we will user(a)(Z) to denote

whereA and A’ are distinct action functions. 7}(%) (_f)t\/ (F(Z) f/\tr?ﬁé(soi‘)‘(f))- |B the CaI_Sft_e 31‘ oufr tIJllocks
orld, instances of the SSAs can be simplified as follows:
4. Dg, is of the formX[Sy], whereX, C L. X is called worlé. 1 Impiin w

Our blocks world example above is clearly local-effect.

the initial KB. clear(x,do(move(cy, c2,¢3),8)) = =c2 V
In this setting, the projection problem can be formulated as clear(z, s) AN =(x = c3).
determining ifD =¢ ¢[do(5, So)], whereg € £, andsisa oy, do(move(ct, ez, ¢3),8)) =w =1 Ay =c3 Vv
sequence of ground actions. on(z,y,s) A=(z =c1 Ay = ca).
As a running example, we will use a simple blocks wdrld. €/(z, do(move(ci, ¢z, ¢3),5)) = @ = c1 A ~eh(cs, s) V
We use a single actiomove(z, y, z), moving a blocks from eh(x, s) A =(x = c1 Aeh(cs, s)).

block y to block > (treating the table as just another block).  5p important computational mechanism for reasoning
We use three fluentsilcar (x, s), block z has no blocks on 414t actions is regressidReiter, 2001 Here we define

top of it; on(z,y, s), block z is on blocky; eh(z,s), the 4 gne_step regression operator for local-effect action theories
height of blockz is even. We have the following action pre- preg P '

condition axiom and successor state axioms: Definition 6 Let ¢ € L. We useR,(¢) to denote the for-
mula obtained fromp by replacing each fluent atorfi(t)

Poss(move(z, y, z), s) = clear(z) Non(z,y) Aclear(z).  with & p(a)(f). We callRq(¢) theregressiorof ¢ wrt .

clear(z, do(a, 5)) = (Jy, z)a = move(y, z,2) V Note thatR.,(¢) remains inL. Letd = (ay,...,a,). We

clear(z, s) A =(Jy, z)a = move(y, z, T);

on(z, y, do(a, s)) = (32)a — move(x, z, ) v useR;s to denoteR,, o --- o Ry, . We now state a simple

on(z,y,5) A ~(32)a = move(r,y, 2); ifs?rt?eoi;tingl rsgrg?gon theoreiReiter, 2001. Recall thafs,
eh(z,do(a, s)) = (Jy, z)[a = move(x,y, z) A —eh(z,s)] V '
eh(z,s) A —=(Jy, z)[a = move(zx,y, 2) A eh(z,s)]. Theorem 3 (The Regression Theorem)
2We use slightly different notation from that [Reiter, 2001. Foreveryp € £, D [=e ¢[do(6, 50)] iff Zo Fe Rs(9)-
3We omit the leading universal quantifiers. This theorem shows that regression is a sound and complete

“To justify the concerns for the tractability of reasoning, the Solution to the projection problem. In this paper, we prove all
reader should imagine there being a very large number of blocks. our results about progression by using regression as a bridge.
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3 Progression of Proper KBs —~F(d) from ¥. Now consider our blocks world exam-

In this section, we define a variant of classical progression?le' Lety = {on(cy, ca), Cl.ear(clf)’ Cle‘g(%)’ egécl)}' Al-
and show how to compute it for local-effect action theories. erlaCt'onmove(cl’CQ’%) '3 pertorme ,tvveza l%ard(cf);[
First considerclassical progression Suppose we have a (_:éce;ﬁ(rc 26)3);57;&?(2:233)!02?@ 2‘;?@0752(21 ?:3) ’62?61) 2?} de
Letr be a ground action. Then smccessor staief A7 wri  ~Ch(c1) om . We deleter(c1) because if(c,) holds
ais the modelM’ such that for any ground fluent ataf{(¢), g;;?; g%ﬁ;ﬁ;t&;{sggézevzlllll(tzf)come false in the successar
M' = F(@)iff M E ®r(a)(¢). AKB X' is a progression ' . ‘ . )
of E'Tvrt O(z h2 the mo)gels 0(12’) (ar()e exactly the sugcegsor states We now define a procedufél” to do projection as follows:
of models of% wrt «. A basic property of progression is: Definition 9 Let D be a local-effect action theory with a
Suppose that’ is a progression of wrt «. Then for every  properX,. We definePV[4, ¢] asV [P5 (o), ¢)].
¢ € LY = ¢iff ¥ =e Ra(e). Itisin this sense thatwe o suppose thaPV[5,¢] = 1. ThenV[So,Rs(0)] =
say classical progression preserves classical entailment. V[Ps(Zo), ¢ = 1. By sbundness oF, Do e 7Ra(¢)- By
Iqeally, we would like a progression of a proper KB to re- e Regréssion Theorer®, ¢ ¢[d0(;5, So)]. Similarly, if
main proper so that we can use progression pius solve PVI[5,¢] = 0, thenD e —[do(3, Sp)]. ThusPV is logi-
the projection problem. However, this is not the case even fo(:ally éound for projection. It is eaéy to see tial(X) can be
simple action theories. Consider the following example fromcomputed inD(n) time, wheren is the size of. By Corol-

[Petrick and Levesque, 2002 lary 2, we have the following tractability result:

F(do(a,s)) =a=ANG(s)V F(s); Theorem 5 Let D be a local-effect action theory with a
G(do(a, s)) = G(s). properY,, and lety € £F. ThenPV[§, ¢] can be computed
in time O(pn + Imn*), wherep is the length of, [ the size
Then any progression of the empty KB (which is proper) wrtof ¢, m the e-size oE,, andn the size ot
action A contains the disjunctive informatidi# v -G), and
hence is no longer proper.
What we will propose is a variant of classical progressio
so that progression of a proper KB remains proper and th
progression preservésinstead of classical entailment.

ThusPV provides an efficient and logically sound solution to

the projection problem despite the incomplete knowledge. In
e next two sections, we will explore under what conditions,
V is also logically complete.

Definition 7 Let X andX’ be proper. We say thaf’ isa 4 A Completeness Result

Ej)weeaﬁlo‘%%grz]sszlo‘n}){g%vrt(z)]ground action if for every In this section, we show that when the query is in normal form
' ’ Ve ' and the initial KB has complete knowledge about the con-
We now show that for local-effect action theories, it is easytext of any context-dependent actiod3y is logically com-
to compute a weak progression of a proper KB. plete for projection. We first define the concept of context-
Definition 8 Let D be local-effect and be proper completengss. ;
We defineP, (%) as the set of the followingpse%te.nces A KB X is completewrt a setG of ground atoms if for all
@ ' l € G,eithers g lor X =¢ —I. AKB X is complete wrt a
V[Z € Arp VEr(T) ANE & Dp D F(T)), predicatel” if it is complete wrt all ground atoms af. Now
ViFe (A m—D v ANAFED Pl let X be proper, an@ a quantifier-free sentence such that
(@€ (A-p = D-p) VErF(@) AT E Dop D ~F(D)], is complete wrt all atoms of. Then it is easy to see that

whereF ranges over fluents; (resp.¢r) is the ewff defin- V[, ¢] is either 0 or 1.

ing ' (resp.—F) in X (c.f. Definition 4), and Definition 10 A KB X is context-completevrt a fluentF if
1. Ap = {CZ' | (Cﬂw) c 7;(05) andV %, y] = 1}, it is complete wrt every predicate appearingﬁi and~yz.
D_p= {J’ | (J’, ) € vi (o) andV[X, ] # 0}; A KB ¥ is context-complete (wrD) if it is context-complete
L B wrt every fluent.
2. gﬁF_: gd |((id,¢) €r (o) ar(;?/vg,w] :01}’ Intuitively, X is context-complete wrf if it has complete
r={d | (d,¥) € vp(a) andV[E,¢] # 0}. knowledge about the context of any context-dependent ac-
Then we get the following: tions wrt F. For example, in our blocks world, evedy

is context-complete wrticar andon; and aX is context-
complete wrteh if it is complete wrteh. Note that context-
completeness still allows incomplete knowledgé&: may be

Theorem 4 LetD be local-effect and be proper.
ThenP,(X) is a weak progression af wrt a.

Letd = (o, ..., an). We useP; to denoteP,, o---oP,,.  incomplete wriclear andon and still be context-complete.
By a simple induction, we have that for evety € L, There are two special cases where we get context-
V[Ps (%), 9] = VIE, Rs(9)]. completeness. An SSA exjuality-onlyif no other predicate

The intuition behindd » andD-r is simple. Ford € Ap, appears iny}. or ;. Obviously, any: is context-complete
F(d) will become true in every possible successor statewrt a fluent whose SSA is equality-only. An SSAdsntext-
so we addF(d) to . Ford € D-p, F(d) may be- freeif no fluent appears in}. ory5. Itis reasonable to as-
come true in some possible successor state, so we delesame that an agent has complete knowledge about situation-



independent predicates. Under such an assumptiors.asy

context-complete wrt any fluent whose SSA is context-free.
The logical completeness aPV is obtained by show-

ing that progression preserves context-completeness and that

under context-completeness, our progression coincides with

classical progression.

e end(e) = Sy, wheres is the empty history;
end(o - (a, p)) = do(a, end(o)).

o Sensed(e) = True;
Sensed(o - (a,1)) = Sensed(c) A SF(a, end(0));
Sensed(o - (a,0)) = Sensed(c) A 2SF(a, end(o)).
Naturally, we are only interested in consistent histories,
that is, histories with reasonable sensing results. Formally,

Definition 11 A history ¢ is consistentf
EUDU{Sensed(c)} is a consistent theory.

Now the projection problem is formulated as deciding if
DU {Sensed(o)} =¢ plend(o)],

where¢ € L, ando is a consistent history.
In the rest of this section, we assume tfat is atomic.
To prepare for the definition of just-in-time-history, we first
xtend our regression and progression operators to incorpo-
ate sensing. The ideas are quite simple. For example, if we

Theorem 6 Let X be context-complete. Then
1. P, (%) is context-complete too;
2. P.(X) is a classical progression ai.

Proof: (2) We prove that for every modall’, M’ = P, (X)
iff there is a model\! s.t. M = X and M’ is the successor
state of M wrt «. For the only-if direction, we construdt/
as follows: for every fluent atorf'(¢), if V[, F(¢)] = 1,
thenM = F(¢); if V[E,F(¢)] = 0, thenM = —F(¢);
otherwise M | F(¢) iff M’ = F(&). The proof uses the
fact thatV[Z, v (a)(€)] € {0, 1}, wherex is + or —. [ |

So under context-completeness, our progression preservi

classical entailment. Now léfy be context-complete. By a
simple induction, we have: for evedye L, Ps(Xo) ¢ ¢ iff
Yo Ee Rs(d). Now letgp € NF. By completeness of for
NF, V[Ps(X0), 9] = 1iff Ps(30) e ¢ iff Lo Es Re(9)
iff D |=¢ ¢[do(d,S0)]. Thus when the initial KB is context-
complete and the query is in normal forR) is logically
complete for projection.

5 Incorporating Sensing

In the last section, we showed that when the initial KB is
context-complete and the query is in normal fofy] is log-

regress the formulélear(cq) A eh(c1) wrt (senseen(c1), 1),
we should obtairlear(c;). If we progress a proper KB
wrt (senseqn(c1), 1), we should obtail U {eh(c1)}.

Let « = A(¢) be a ground action, and let € {0,1}.
We defineR(, ) (¢) as follows: If o is an ordinary ac-
tion, thenR, ,,)(¢) = Ra(¢). Otherwise, let the SFA be
SF(A(Z),s) = F(Z,s). ThenR,,.)(¢) is the formula ob-
tained fromp by replacing each atotfi( ) with = &V F(t)
wheny = 1 and withF(t) At # & whenu = 0. We have
the following extended regression theorem:

ically complete for projection. In this section, we show how Theorem 7 Leto be a consistent history. Then
to achieve context-completeness dynamically by resorting t& U {Sensed(o)} f=¢ ¢lend(o)] iff %o =¢ Ro(9).

sensing actions, that is, actions that get knowledge from out- | et 5 be proper. Letv = A(Z) be a ground action, and
side the system. In other words, we show that when a historyet ;, < {0,1}. We defineP, (%) as follows: If a is

of actions and sensing results is “just-in-time” for a normal
form query,PV is again logically complete.

We first extend our account of action and change to in
corporate sensing. Assume that in addition to ordinary ac
tions that change the world, we also have binary sensing a
tions that do not change the world but tell the agent whethe
some conditionp holds in the current situation. We use
the predicateSF'(a, s) to characterize what the sensing ac-
tion tells the agent about the world. Now our basic ac-
tion theory has an extra componehj,, which is a set of

an ordinary action, thefP, ,)(X) = P,(X). Otherwise,
let the SFA beSF(A(Z),s) = F(Z,s). ThenP,,1)(¥) =
Y UA{F(@)}, andP(q,0)(X) = X U {-F(¢)}. We have the

following extended progression theorem:

C_

Theorem 8 Leto be a consistent history. Then
1. EUP,(X) is consistent. Henc®, () is proper.
2. Foreveryp € L, V[P, (Xo), ] = V[Z0, Ro(9)].
Another concept we need for the definition of just-in-time-

sensed fluent axioms (SFAs), one for each action, of the fo”ﬂistory is dependency set.

SF(A(Z),s) = ¢a(Z)[s], whereps € L. For ordinary ac-
tions, we simply haveS F(A(%),s) = True. We say that
D,y is atomic if eachp 4 is an atom.

For instance, we may add three sensing actions to th
blocks world example:senseceqr (), senseqn(x,y), and
sensecn(x). The axiomSF (senseeqn(x), s) = eh(zx, s) says
that the actiorsense., (z) tells the agent ith(x, s) holds.

To describe a sequence of actions and sensing results,
use the notion of &istory, that is, a sequence of paifs, 1)
where« is a ground action ang € {0,1} is the sensing
result: whenw is an ordinary action, we simply lget = 1.
We useend(o) to denote the end situation of histosy and
Sensed(o) to denote the situation calculus formula stating
all sensing results aof. Formally,

V%%t,_ andD

Definition 12 Thedependency seif a formula¢ wrt an or-
dinary actiona, denoted byDS,(¢), is the set of ground
atoms that appear i (a) or v («) for some fluent in ¢.

Intuitively, DS, (¢) is the set of ground atoms in the con-
text of o wrt fluents mentioned iny. For example, let
a. = move(cy,ca,c3). ThenDS,(clear(z)) is the empty
Saleh(z)) = {eh(cs)}.

Now we are ready to define just-in-time-history.

Definition 13 Let o be a consistent history, arde £. We

say thato is a just-in-time-history(JIT-history) for¢ if for

every divisiono; - (a, p) - o2 Of o such thaty is an ordinary
action,P,, (X¢) is complete wrtD.S,, (R, (¢)).




Intuitively, o is a JIT-history forp if whenever performing an tain complete knowledge about the component fluents of the
ordinary actiona, the agent has complete knowledge aboutquery. However, we use JIT histories to obtain complete
the context ofa. wrt fluents mentioned in the regression of knowledge about the context of actions to be performed.
¢ wrt the remaining history. This complete knowledge may
%ome fr{o;n th(e s)ensi(ng act)ionls pr(ece):}(?zin%g_:hor ei(r?mﬁ'le{ let 7 Conclusions

0 = qclear(cy),on(cy,ce),clear(cs) . en the history .
(senseen(cs), 1)-(move(cy, 2, c3), 1) is a JIT history for the In this paper, we hav_e proposed a_trac_:table, sounql, and some-
formula3z[clear(z) A eh(z)]. Note that here the agent has times complete solution to the projection problemin the pres-
incomplete knowledge about both fluentsar andeh. Thus ~ €Nce of context-dependent actions and incomplete knowledge

a JIT history does not require complete knowledge about th# the form of a proper KB. Our solution is via a version of

component fluents of the query. progres.sion'that preserves pr.operpessyénd .
By a proof essentially the same to the one in the previous FOr simplicity of presentation, in this paper we require
section, we get the following result: actions to have only local effects, and we make the ex-
) tra requirement that context formulas (c.f. Definition 5) be
Theorem 9 Leto be a JIT-history for. quantifier-free. However, the soundness and completeness
ThenP,(Xy) e ¢ iff o Ee Ro (). results in this paper will still hold if we give up these two

Now let o be a JIT-history forp € NF. Then we have requirements. The tractability result will also hold if context

VIPy(Z0),¢] = 1iff Py(Zo) Fe @ iff Zo Fe Ry(0) iff formulas use a bounded number of variables. As for local
D U {Sensed(c)} e dlend(c)]. Thus when a history is  effects, we need them for the tractability result to ensure the
just-in-time for a normal form quen®V is again logically  progressed KB is not much larger than the original KB. We

complete for projection. believe that there are other ways of doing this that would in-
clude a substantial class of actions with universal effects. We
6 Related Work also believe that the definition of JIT histories in this paper

. . . . . . . can be made more fine-grained.
As mentioned in the introduction, Lin and Reif@©97 give . .
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